Validated Analysis of Component Distribution Inside Perovskite Solar Cells and Its Utility in Unveiling Factors of Device Performance and Degradation
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ABSTRACT: Time-of-flight secondary-ion mass spectrometry (ToF-SIMS) has been used for gaining insights into perovskite solar cells (PSCs). However, the importance of selecting ion beam parameters to eliminate artifacts in the resulting depth profile is often overlooked. In this work, significant artifacts were identified with commonly applied sputter sources, i.e., an O₂⁺ beam and an Ar⁺ gas cluster ion beam (Ar-GCIB), which could lead to misinterpretation of the PSC structure. On the other hand, polyatomic C₆₀⁺ and Ar⁺ ion beams were found to be able to produce depth profiles that properly reflect the distribution of the components. On the basis of this validated method, differences in component distribution, depending on the fabrication processes, were identified and discussed. The solvent-engineering process yielded a homogeneous film with higher device performance, but sequential deposition led to a perovskite layer sandwiched by methylammonium-deficient layers that impeded the performance. For device degradation, it was found that most components remained intact at their original position except for iodide. This result unambiguously indicated that iodide diffusion was one of the key factors governing the device lifetime. With the validated parameters provided, ToF-SIMS was demonstrated as a powerful tool to unveil the structure variation amid device performance and during degradation, which are crucial for the future development of PSCs.
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INTRODUCTION

The discovery of metal halide perovskite materials has a tremendous influence on the photovoltaic (PV) community. An unprecedented growth of the power conversion efficiency (PCE) of perovskite solar cells (PSCs) has been achieved in a short time span.¹⁻³ In addition to their high PCEs, there are a number of advantages that make PSC a transformative technology, including the facile solution processes for depositing the perovskite layers⁴⁻⁵ and the composition tunability.⁶⁻⁸ These features have contributed to the low-cost manufacturing and tunable absorption of PSCs, which enable an effective approach to boost the efficiency of solar cells.⁹⁻¹¹ However, the flexibility of PSCs also makes the development of a robust approach that produces the desired film morphology difficult. In addition to the uniformity and surface roughness, the stoichiometry¹²⁻¹³ and component distribution¹⁴⁻¹⁵ of the perovskite film are also the governing factors that influence the device performance. An analytical tool that enables accurate determination of the component distribution inside the film is therefore crucial for promoting PSC technology, especially for perovskite materials with multiple components.⁷⁻⁹,¹⁰

Time-of-flight secondary-ion mass spectrometry (ToF-SIMS) is one of the few techniques that provides comprehensive information about film composition, including identification of molecular components and their spatial distributions. In previous studies, the utility of ToF-SIMS in revealing the bulk and the interface nature of perovskite films was demonstrated, such as the observation of a subtle change in the film composition¹⁶⁻¹⁷ and mobile ions in PSCs.¹⁸⁻²¹ During ToF-SIMS analysis, the investigated film is bombarded by primary ions (PIs), which then generates secondary ions (SIs) from the outermost surface after a collision cascade. To achieve a high signal intensity during ToF-SIMS analysis, various procedures have been developed to increase the SI yields. One effective approach is applying O₂⁺ sputtering or O₂⁺ flooding. When the sample surface is partially oxidized,
neutralization of SI is suppressed; hence, it facilitates the emission of positive ions. On the basis of a similar concept, the intensity of negative SI can also be enhanced by Cs+ sputtering or flooding. With the Cs+ sputtering, the so-called MCs+ technique can also be used to detect electronegative species as compound positive ions to avoid the need of repeating analyses in two polarities. However, owing to the higher penetration depth and ion-induced mixing, these atomic ion beams could alter the composition of the remaining surfaces and consequently cause artifacts in the dynamic region of the depth profile.

An effective approach to minimize these artifacts is utilizing medium-sized polyatomic (such as C60+) or giant gas cluster (such as Arn+ and H2O)n+ ions for the sputter process. While the interaction is more surface localized, these bulky ions with low energy per atom (E/n) induce less significant damage to the remaining surface and lead to less fragmentation of organic species than atomic ions do. With the nonlinearly enhanced sputter rate, they can also remove damage introduced by other beams. In general, although the sputter yield is lower and ion-induced topography may eventually become a problem so that higher E/n (>5–10 eV/atom) was advisable, better depth resolution is observed with cluster ions of lower E/n. In other words, depending on the analyte and application, the E/n is to be selected carefully to mitigate analytical artifacts.

For organic–inorganic composite materials, such as hybrid organic metal halide perovskite (ABX3), which consists of organic cations at the A site, metal cations at the B site, and halide anions at the X site, significant preferential sputtering may occur due to different removal rates between the organic and the inorganic components. In fact, while often overlooked, artifacts resulting from the O2+ and Ar-gas cluster ion beam (Ar-GCIB) can be observed in the perovskite depth profiles. In particular, by comparing the frontside and backside (thermomechanically cleaved at the interface to be the initial surface) depth-profiling results, it was found that the observed composition gradient was an artifact due to damage accumulation when the experimental parameter was not ideal. Thus, strategies for eliminating or alleviating preferential sputtering must be identified before making authentic scientific arguments based on the structure determined with sputter depth profiles. Recently, ToF-SIMS analysis of perovskites and some considerations to mitigate artifacts (such as the use of Bi3+ analysis beam, sputter beams of Ar-GCIB with high E/n, or low-energy atomic O2+ and Cs+, etc.) was reviewed on top of experimental considerations general to ToF-SIMS (such as the use of dual-beam operation with sufficiently high fluence ratio between the sputter and the analysis phase to avoid oversampling, maintaining the signal linearity by constructing the depth profile with lower intensity.

Figure 1. ToF-SIMS depth profiles (normalized with respect to the total ion count of each acquisition) of a solvent-engineered MAPbI3 film on the ITO substrate: (a) 3, (b) 1, and (c) 0.5 kV O2+; (d) 20, (e) 15, and (f) 10 kV Ar1000+; (g) 20, (h) 15, and (i) 10 kV Ar4000+ sputtering.
Slits that are less likely to arrive within the dead time\textsuperscript{42} and saturate the detector, etc.)

In this study, it was identified that the commonly used O\textsuperscript{2−} beam and Ar-GCIB result in preferential intensity loss of the A-site components of methylammonium (MA) and formamidinium (FA) and the extension of Pb and I signals into substrates. These characteristics would lead to incorrect interpretation of the A-site deficiency in the PSC composition and interpenetration at the interface. On the other hand, using either C\textsubscript{60}\textsuperscript{−} or Ar\textsuperscript{+} sputter beams, preferential signal loss was eliminated and the resulting depth profile could better reflect the composition for subsequent discussions of how the component distribution was influenced by the deposition procedure. To achieve a high PCE of PSC, it was identified that a uniform component distribution of the perovskite film was essential, and compositional inhomogeneity was found to result in impaired device efficiency and J-V hysteresis. While the mechanism of device degradation, the results clearly showed halogenation of iodide on the Ag electrode while other components diffused negligibly. These results, obtained by ToF-SIMS with optimization of validated parameters, could serve as guidelines for further development of PSCs.

Results and Discussion

The depth profiles of the MAPbI\textsubscript{3} film on the ITO substrate acquired with the commonly used O\textsuperscript{2−} and Ar-GCIB (Ar\textsubscript{1000}+, Ar\textsubscript{650}+) sputtering sources are presented in Figure 1. Note that these MAPbI\textsubscript{3} films were deposited by the solvent-engineering approach because this method would yield a uniform component distribution\textsuperscript{25,36} and could serve as an ideal platform for investigating how sputter ions affect the apparent distribution of components in the resulting depth profile. In addition to the sputter beam that operated in the dynamic mode, the acquisition beam could also alter the structure even when the dose was within the static limit. As atomic or small cluster ions, the commonly applied bismuth analysis ions (Bi\textsuperscript{−}, x = 1−5) are known to introduce damage to the surface due to their deep penetration depth and artifacts could occur in the resulting depth profiles.\textsuperscript{25,43} In particular, while Ar-GCIB with different E/n were utilized as the sputter beam, similar trends of decreasing intensity of molecular species were observed due to the oversampling, i.e., damage introduced by bismuth ions during the analysis phase cannot be adequately removed in the sputter phase. To avoid oversampling, the relative fluence of bismuth analysis beam and oxygen sputter beam could be lowered to mitigate the associated artifact.\textsuperscript{25} However, a lower fluence in the analysis phase would lead to a lower secondary ion intensity (sensitivity), and higher fluence in the sputter phase would lead to a reduced number of data points in the profile (depth resolution). The other possibility to reduce the oversampling is to employ analysis ions that introduce less damage accumulation. For example, as a medium-sized polyatomic cluster, C\textsubscript{60}\textsuperscript{−} can be expected to have more surface-localized interactions and higher sputter yield, so the damage can be suppressed (elaborated below). Therefore, C\textsubscript{60}\textsuperscript{−} was chosen as the acquisition beam in this work.

Damage Accumulation and Preferential Loss of Organic Ion Intensity with O\textsuperscript{2−} Beam. With the commonly used O\textsuperscript{2−} sputtering (Figure 1a−c), it was found that the MA signal decayed rapidly upon exposure to the ion beam. If this result is interpreted directly without consideration of experimental artifacts, it would suggest a surface-localized MA distribution; hence, the signal intensity of MA is significantly lower in the subsurface. This apparent vertical inhomogeneity might be expected for sequential deposition that converted the deposited PbI\textsubscript{2} film into MAPbI\textsubscript{3} during MAI solution soaking, and the limited diffusion kinetics of MAI might explain the surface abundance of MA.\textsuperscript{12} The solvent-engineering method used here, however, consisted of a procedure that randomly precipitated precursors on the surface; hence, it was expected to produce uniform MAI-PbI\textsubscript{2}-DMSO films that subsequently converted to MAPbI\textsubscript{3} with a homogeneous component distribution.\textsuperscript{7} Furthermore, the rapidly decayed MA signal was not observed in the profiles acquired using Ar-GCIB sputtering (Figure 1d−i, discussed below). In other words, although it might be an interesting feature for researchers in device physics, the rapidly decayed MA signals observed with O\textsuperscript{2−} sputtering misrepresent the actual distribution of MA and should be ascribed to artifacts; hence, scientific arguments should not be made based on results acquired from O\textsuperscript{2−} directly without validation.

Although the O\textsuperscript{2−} ion is known to enhance ionization yield through surface passivation\textsuperscript{40} or oxidation,\textsuperscript{12} the rapid oxidation and fragmentation of the MA molecule induced by atomic O\textsuperscript{2−} ion bombardment would also alter its molecular structure; hence, the characteristic signal corresponding to the MA molecule might be lost. As illustrated in Figure S1 (Supporting Information), when the investigated film was irradiated by the sputter beam, surface molecules were simultaneously altered (damaged) and removed. If the damage introduced during either the sputter or the analysis phase cannot be removed by the selected sputter parameter, a damage layer would accumulate,\textsuperscript{25,45} and spectra obtained from the information depth in the subsequent analysis phase would be contaminated by the altered molecular structure. In principle, the degree of damage accumulation would reach a steady state with lower signal intensity after a certain ion dose as a result of equilibrium between damaging and removing processes. Occasionally, surface damage was deliberately created to enhance the ionization yield;\textsuperscript{22,23,44} however, suitable removal of the damaged layer has always been necessary to avoid artifacts when probing the depth profile.

According to Figure 1a−c, increasing the acceleration voltage of the O\textsuperscript{2−} sputter beam was beneficial to preserve the MA signal, and the bar chart (Figure 2, numerical values are listed in Table S1 of the Supporting Information) clearly shows the tendency of decreasing surface damage with increasing acceleration voltage (higher I\textsubscript{MA-final}/I\textsubscript{MA-initial} value). Similar enhancement in signal preservation with higher O\textsuperscript{2−} beam energy was also reported before.\textsuperscript{40} Although a higher beam energy often introduces more damage to the remaining surface and introduces beam-damage artifacts,\textsuperscript{25,40,44} these results could be rationalized by the higher sputter rate of higher energy O\textsuperscript{2−} sputtering that removed the damage in a higher rate than at lower voltages; hence, the damage accumulated to a less degree and was better masked. However, even though the sputter rate was up to 45 nm·min\textsuperscript{−1}, a >50% drop in the MA signal intensity was still observed in the profile acquired using O\textsuperscript{2−} sputtering, implying that depth profile artifacts caused by rapid MA oxidation were inevitable with O\textsuperscript{2−} sputtering.
O$_2^+$ sputtering, and the result is presented in Figure S2. Similar to that of the MA profile, the FA signal also dropped significantly upon exposure to the O$_2^+$ sputter beam and almost disappeared when reaching the steady state. These results suggested that with O$_2^+$ sputtering, serious preferential intensity loss of the organic component at the A site would occur due to the preferential sputtering, rapid oxidation, and fragmentation. Therefore, the acquired depth profile cannot reflect the actual component distribution, negating any subsequent discussion.

**Progressive Accumulation of Pb and I and Signal Mixing Induced by Ar-GCIB.** With the Ar-GCIBs that are expected to preserve organic species in the sputter depth profiling,$^{22,37}$ Figure 1d–i shows that the intensities of the MA, Pb, and I could be better maintained using either Ar$_{1000}^+$ or Ar$_{4000}^+$ with acceleration voltages ranging from 10 to 20 kV. While slightly decreased MA signal intensity was observed here with MAPbI$_3$ at 20 eV·atom$^{-1}$ (Figure 1d), previous work$^{36}$ showed improved preservation of FA intensity on Cs$_x$(MA$_{0.17}$FA$_{0.83}$)$_{1-x}$Pb(I$_{0.83}$Br$_{0.17}$)$_3$ when the E/n was further increased to 40 eV·atom$^{-1}$. However, it should be noted that the sputter process is highly material dependent. For example, with an identical experimental parameter of 1 kV O$_2^+$ sputter, Figure 1b and Figure S2 exhibit a significantly different trend of preserving MA and FA signals on MAPbI$_3$ and FACsPbX$_3$, respectively. A similar difference was also observed on MAPbI$_3$ and FAPbI$_3$, using 0.6 kV O$_2^+$. Furthermore, when the E/n is higher than a cluster- and material-dependent threshold, rapid gelization of organic species may occur.$^{37}$ In other words, while GCIB is a promising tool for analyzing organic-containing specimens, E/n needs to be selected carefully.

Upon carefully examining the MAPbI$_3$–ITO interface (insets of respective figures), the appearance of tails in the Pb and I traces when the E/n of Ar-GCIB was below 10 eV·atom$^{-1}$ could not be neglected. The extension of the Pb and I tails, defined as the equivalent perovskite depth between 80% of In and 20% of Pb or I intensities, is summarized in Figure 2 and Table S1. When E/n of the Ar-GCIB was below a...
threshold value, the Ar-GCIB had a strong preference for removing organic components, leaving inorganic components behind on the surface. This preferential loss of organic MA signal and progressive accumulation of inorganic Pb and I originating from the low $E/n$ might explain the observed Pb and I tails mixed with the In signal from the substrate. Although a slight decrease in the MA signal was observed, no Pb or I tail could be identified in profiles acquired using 20 kV Ar₁₀₀₀⁺ ($E/n$ of 20 eV·atom⁻¹, Figure 1d) and 15 kV Ar₁₀₀₀⁺ ($E/n$ of 15 eV·atom⁻¹, Figure 1e). When lowering the $E/n$ to 10 eV·atom⁻¹ (10 kV Ar₁₀₀₀⁺, Figure 1f), 168 and 151 nm tails were observed for Pb and I, respectively. Accordingly, a threshold $E/n$ between 10 and 15 eV·atom⁻¹ was identified for perovskites. When 20 kV Ar₁₀₀₀⁺ sputtering ($E/n$ of 5 eV·atom⁻¹, Figure 1g) was applied, the MA signal was well preserved. Misleading Pb and I tails of 178 and 148 nm, respectively, were observed because the $E/n$ was below the threshold. When $E/n$ was further decreased to below 3.75 eV·atom⁻¹ (15 and 10 kV Ar₁₀₀₀⁺, Figure 1h and 1i, respectively), the signal intensities of the inorganic components dropped very slowly and eventually became constant, independent of sputter time, making the tail length undefined (marked with a in Figure 2). This result revealed that Ar-GCIB of low $E/n$ introduced serious mixing of Pb, I, and In signals at the MAPbI₃ and ITO interface. Therefore, without careful validation of experimental parameters, such as that presented here, extension of the Pb and I tails into the ITO layer could be mistakenly interpreted as the penetration of PbI₃ into ITO or interdiffusion of components. In summary, although Ar-GCIBs could produce depth profiles containing fewer artifacts than in those obtained with O₂⁺ beams, they may still be inadequate for revealing the true component distribution of MAPbI₃ films, especially for those with $E/n$ values lower than 10 eV·atom⁻¹. To obtain profiles with reduced artifact, a higher $E/n$ of 40 eV·atom⁻¹ could be used given rapid gelization did not occur. However, the sputter process is highly material dependent; hence, the experimental parameters should be validated for each material.

![Figure 4](https://acsami.org/fig4.png)

Properly Identified Component Distributions Acquired by C₆₀⁺ and Ar⁺ Beams. Since atomic O₂⁺ and giant Ar₁₀₀₀⁺ cluster ions could not adequately reveal the composition within perovskite and its interface in depth profiles, polyatomic C₆₀⁺ and nonreactive Ar⁺ ions were utilized. Using 20 kV C₆₀⁺ ($E/n$ of 333 eV·atom⁻¹, Figure 3a), the MA signal was found to be well preserved and unlike that observed with Ar-GCIBs, the Pb and I signals did not infiltrate into the ITO layer. This result implied that damage induced by C₆₀⁺ sputtering could be ignored and justified the use of C₆₀⁺ as the PI in the acquisition phase. Figure 3b–d shows depth profiles acquired using 3–0.5 kV Ar⁺ sputtering. Unlike O₂⁺, Ar⁺ is chemically inert; hence, MA oxidation could be avoided by implementing Ar⁺ sputtering. However, high-energy (3 kV) Ar⁺ sputtering might still introduce damage to the surface, and a lower MA signal was observed in Figure 3b comparing those acquired by its lower energy counterparts. With 1 kV Ar⁺ sputtering (Figure 3c), other than the shorter analysis time, the resulting depth profile was very similar to that obtained with 20 kV C₆₀⁺. Further lowering the acceleration voltage to 0.5 kV...
(Figure 3d) could not suppress the damage but led to a lower sputter rate, similar to that reported before.\textsuperscript{36} 1 kV Ar\textsuperscript{-} sputtering was thus validated to be an adequate parameter for examining the distribution of components in MAPbI\textsubscript{3}. To examine whether the 1 kV Ar\textsuperscript{-} could also produce adequate depth profiles of more complicated perovskites, a homogeneous FACsPbX\textsubscript{3} film was profiled. The result shown in Figure S3 confirmed that the depth profile contained negligible artifacts, affirming that the same experimental parameters can be applied to other perovskites for structural analysis, broadening its applicability. Despite the success presented herein, it is noted that the previously reported Cs\textsubscript{0.17}FA\textsubscript{0.83}Pb\textsubscript{0.12}I\textsubscript{0.88}Br\textsubscript{0.17} depth profile, acquired using 25 kV Bi\textsuperscript{+} analysis beam and 1 kV Ar\textsuperscript{-} sputter beam,\textsuperscript{36} showed decreased intensities of PbI\textsubscript{3}+, I\textsubscript{3}−, and FAI\textsubscript{−}, while MAI\textsubscript{−}, CN\textsuperscript{−}, and Br\textsuperscript{−} had a less significant loss of intensity compared to their respective initial intensities before sputtering. In addition to the material-dependent sputter process and damage accumulation, the damage may also be rationalized by considering the ions selected for generating the depth profile. While compound ions allow analysis of both electropositive and electronegative components in a single polarity of secondary ions and their lower intensities effectively avoid the nonlinearity due to saturation of the detector,\textsuperscript{41} the higher damage cross-section of compound ions might lead to more significant damage accumulation and artifacts in the depth profile. In the present work, since compound ions were not used and the linearity of secondary ion intensities was maintained by Cs\textsubscript{0.17}FA\textsubscript{0.83}Pb\textsubscript{0.12}I\textsubscript{0.88}Br\textsubscript{0.17} analysis beam of low current and pulse length, perovskites were successfully profiled with 1 kV Ar\textsuperscript{-} sputter.

**Performance Difference between PSCs Fabricated by Different Methods.** To prepare a well-controlled perovskite film to achieve a highly efficient PSC, a number of procedures were proposed.\textsuperscript{4,22,25,26} However, it was noted that a wide range of variations have been reported regarding PSC efficiency, which is usually ascribed to the difference in film quality, and yet, a clear and perhaps unified explanation is still lacking. Because of the lack of suitable analytical tools that could obtain the actual component distribution inside perovskite films, the relationship between the component distribution and the device performance has rarely been discussed. On the basis of the validated analysis of the component distribution inside perovskite films demonstrated in this study, the capability to investigate the influence of fabrication processes on the resulting structure and the corresponding device performance was demonstrated. Figure 4 shows the device performance of PSCs utilizing the same device architecture of ITO/NiO/perovskite/PCBM/polyethylenimine(PEI)/Ag but different methods in preparing the perovskite layer. The comparison was made among popular fabrication methods, including (1) solvent engineering, which utilizes an antisolvent dispersion step during the spin-coating process to precipitate precursor films, and (2) sequential deposition,\textsuperscript{30} which involves predeposition of the PbI\textsubscript{2} film and subsequent conversion of the PbI\textsubscript{2} film into MAPbI\textsubscript{3}. In addition to MAPbI\textsubscript{3}, a device using FACsPbX\textsubscript{3}, a perovskite with a lower bandgap than that of MAPbI\textsubscript{3}, was also prepared for comparison.

For MAPbI\textsubscript{3} devices, Figure 4 (numerical values are summarized in Table S2 of the Supporting Information) shows that solvent engineering yielded better device performance than sequential deposition. In addition to the increased PCE from 5.1% to 15.1%, the J−V hysteresis between the forward scan (FS) and the reverse scan (RS) was also eliminated. Statistical PCE box plots and the steady-state power output (SPO) measurements, shown in Figure 4b and 4c, respectively, also indicated a higher PCE and less J−V hysteresis of the solvent-engineering device than that of the sequential deposition device. Other than a higher PCE, solvent engineering also enabled well-controlled fabrication of more complicated perovskites,\textsuperscript{38,45} such as FACsPbX\textsubscript{3}. Compared with those of the MAPbI\textsubscript{3} device, the FACsPbX\textsubscript{3} device had a higher J\textsubscript{sc} and a lower V\textsubscript{oc} due to its smaller band gap, which was confirmed by the extended response range of 800–830 nm in the incident photon-to-electron conversion efficiency (IPCE) spectrum shown in Figure 4d.

Despite the remarkable performance difference between the solvent-engineered and the sequentially deposited MAPbI\textsubscript{3} devices, little difference in surface morphology (Figure S4) and X-ray diffraction (XRD, Figure S5) could be identified. In terms of morphology, both solvent engineering and sequential deposition yielded close-packed MAPbI\textsubscript{3} crystals with a crystal size of hundreds of nanometers. For the crystalline structure, the XRD patterns were almost identical except for the weak PbI\textsubscript{2} peak acquired from the sequentially deposited MAPbI\textsubscript{3} film, indicating incomplete conversion of the PbI\textsubscript{2} film. Since many groups have demonstrated highly efficient PSCs with an excess of the PbI\textsubscript{2} phase in the perovskite layer,\textsuperscript{12,13} the PbI\textsubscript{2} phase observed here could not explain its poor performance. Thus, there must have been other governing factors that determined whether the PbI\textsubscript{2} phase would lower the device performance. While XRD provided averaged structural information across the analysis volume, a depth-resolved analysis might provide insight into the device performance.

**Film-Formation Mechanisms of Perovskite Films Fabricated by Different Methods.** Figure 5a shows the comparison of depth profiles between the solvent-engineered and the sequentially deposited MAPbI\textsubscript{3} films, both of which were deposited on the NiO hole-transporting layer (HTL) to examine the spatial distribution of components. While the solvent-engineered MAPbI\textsubscript{3} film showed uniform MA and Pb profiles, a significant MA deficiency was found in
the top and bottom layers in the sequentially deposited MAPbI$_3$ film. These distinctive features could be rationalized by film-formation mechanisms illustrated in Figure 5b and 5c. During solvent-engineering deposition, formation of the intermediate phase occurred immediately when the antisolvent was dispersed on the substrate. This intermediate phase was then converted into perovskite crystals by subsequent annealing. The rapid precipitation yielded randomly and homogeneously distributed precursor films, which greatly limited the diffusion kinetics. As a result, the resultant solvent-engineered MAPbI$_3$ film possessed a uniform component distribution. For a more complicated solvent-engineered FAC$_x$PbX$_3$ film (Figure S3), a uniform distribution of the FA, Cs, Pb, I, and Br components could also be identified, supporting the proposed film-formation mechanism. On the other hand, for the sequential deposition process, a PbI$_2$ film was first deposited on the substrate before MAI solution soaking, which converted the PbI$_2$ film into MAPbI$_3$ crystals. Due to the limited diffusion of MAI inside PbI$_2$, the PbI$_2$ at the bottom might not be completely converted and a diffusion-limited layer, as illustrated in Figure 5c, remained. The soaking process was followed by a spinning step that removed excess MAI solution. During this spinning process, the vigorous flow of the polar solvent partially dissolved nascent MAPbI$_3$ crystals and MAI, resulting in an MA-deficient layer on the top surface, as illustrated in Figure 5c as a dissolution-limited layer. In the end, the sequentially deposited MAPbI$_3$ film consisted of a MA-deficient layer sandwiched between MA-deficient layers. These MA-deficient layers severely hinder the device performance due to the decreased carrier lifetime and the impaired transport dynamics. As a result, the sequentially deposited device showed lower performance than that of the solvent-engineered device in every metric. Although the MA-deficient (PbI$_2$) phase was reported to passivate defects at the interface and grain boundaries, an MA-deficient layer should be avoided according to the aforementioned discussion. These results indicate that controlling the distribution of the MA-deficient phase plays an essential role in the further development of PSCs.

Degradation Mechanisms of PSCs. In terms of device degradation mechanisms, the depth profiles of fresh and 7 day aged PSCs fabricated with solvent-engineered MAPbI$_3$ were compared to examine the possible change in component distribution inside the PSC. In Figure 6a, the PCBM had a relatively wide distribution and infiltrated into the MAPbI$_3$ layer because of the rugged interface and the polycrystalline nature of the MAPbI$_3$ film. The spike of the Ag peak at the Ag/PCBM interface was attributed to the enhanced ionization yield of Ag$^+$ due to electron-withdrawing PCBM in the vicinity, which is known as the matrix effect in SIMS analysis. For the 7 day old device, the MA profile remained unchanged, which was contrary to the expected MA diffusion and formation of the MA-deficient phase. This observation suggested that the migration or escape of MA was not the dominant factor during the degradation process at room temperature.

According to Figure 6b, halogenation of the Ag electrode was the main characteristic that appeared after aging. This observation indicated that iodide diffusion was the main cause of PCE degradation and J−V hysteresis, as shown in Figure 6c. For the occurrence of iodide diffusion, MAPbI$_3$ must be decomposed so that the iodide ions become mobile. Such decomposition could be accelerated by environmental stimuli such as thermal stress, moisture attack, and light soaking. The degradation mechanism identified here that consists of iodide diffusion may provide grounds for further enhancing the stability of PSCs through the development of a more stable perovskite configuration.

CONCLUSIONS

The most commonly applied O$_{2}^+$ and Ar-GCIB sputtering methods generated artifacts in the depth profile of perovskite films due to the preferential intensity loss of the A-site components and the induced mixing of Pb and I signals with the ITO substrates. By utilizing C$_{60}^+$ or Ar$^+$ sputtering, artifacts could be eliminated, and the distribution of components inside PSCs could be more properly determined. In terms of the effect of the fabrication process, it was found that the distribution of the MA-deficient (or residual PbI$_2$) layer inside the perovskite film was a governing factor for its performance. On one hand, solvent-engineered perovskite films possessed a...
uniform component distribution and yielded high efficiency. On the other hand, perovskite films fabricated by sequential deposition were sandwiched by MA-deficient layers that led to a lower PCE than that of the solvent-engineered film and significant $J-V$ hysteresis. In terms of the degradation mechanism, diffusion of iodide was the main feature that appeared after aging. These results are essential for the development of more efficient and stable PSCs. More importantly, using PSC as the example, choosing proper sputter parameters for the sputter depth profile was proven to be crucial for obtaining valid information. This concept is also applicable to other surface analysis techniques, such as X-ray photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES), which are utilized to probe the thin-film material. For ion sputter-based analytical techniques, reference specimens should always be used to ensure that the observed compositional differences are not artifacts caused by the sputtering process. This is an essential process for correctly identifying the performance and degradation mechanism in thin-film devices.

**METHODS**

**Chemicals.** All chemical compounds utilized in this study were commercially available and used as received, including nickel 2-ethylhexanoate (78% in ethylhexanoic acid, Sigma-Aldrich), MAI (low water content, TCI), FAI (low water content, TCI), PbI\(_2\) (99.999%, TCI), PbBr\(_2\) (98%, TCI), CsI (99.999%, Alfa Aesar), 3,6-diethyl-9,10-dihydro-9-oxa-9,10-diazepin-10-ium, and branched polyethyleneimine (PEI, M\(_n\) 25 000, Sigma-Aldrich). Solvents, including N,N-dimethylformamide (DMF), dimethyl sulfoxide (DMSO), diethyl ether, chlorobenzene (CB), ethanol, and isopropanol, were anhydrous and purchased from Sigma-Aldrich.

**Thin Film and Device Fabrication.** The solvent-engineering and sequential deposition methods were utilized to deposit the perovskite film inside a glovebox with N\(_2\) atmosphere (O\(_2\) and H\(_2\)O < 1 ppm). For solvent engineering, the perovskite layer was spin coated from a solution with a mixed solvent (DMF:DMSO = 4:1, v:v) and diluted by deionized water, acetone, and isopropanol bath. The NiO precursor was then annealed in air at 280 °C for 30 s. Before the 100 nm Ag electrode was deposited via thermal evaporation, a PEI work-function modifier was spin coated from an isopropanol solution of 0.1 wt % at 3500 rpm for 30 s.

**ToF-SIMS Depth Profiling.** All time-of-flight secondary-ion mass spectrometry (ToF-SIMS) depth profiles were acquired with a PHI TRIFT V nanotOF (ULVAC-PHI, Japan) using a dual-beam slice-and-view scheme. During the analysis phase, a pulsed Cs\(_{+}\) beam (approximately 8200 Hz, 15 ns pulse length) was used as the primary ion. The acceleration voltage of the Cs\(_{+}\) beam was 20 kV, and the beam current was 0.15 nA-DC. A spectrum in each analysis phase was acquired by rastering the Cs\(_{+}\) beam over a 50 μm × 50 μm area with an incident angle of 42°. The acquisition time was 3 min, yielding a total primary ion dosage of 8.3 × 10\(^{11}\) ions·cm\(^{-2}\) in each analysis, which was below the static limit of 1.0 × 10\(^{12}\) ions·cm\(^{-2}\). Secondary ions were accelerated by a pulsed 3 kV sample bias and traveled 2 m before reaching the detector. During the analysis, pulsed 10 V electron and 10 V ion flooding were applied to compensate for the surface charge. The intensity of ions in each analysis cycle was normalized by the respective total ion intensity to compensate for possible fluctuations of the primary ion current. In the sputter phase, different acceleration voltages of O\(_{+}\), Ar\(_{+}\), Cs\(_{+}\), Ar\(_{4000}\), and Ar\(_{1000}\) were applied to etch the surface. For O\(_{+}\) and Ar\(_{+}\) sputtering, the acceleration column (0.5–3 kV) was adjusted using a 500–0 V floating column (model 06-350, ULVAC-PHI, Japan) with an incident angle of 45°. A floating voltage of 500 V was applied to decelerate the 1 kV ions for the 0.5 kV sputtering, and 0 V floating was applied for the 1 and 3 kV sputtering. The current density adjusted by the strength of the condenser lens was 17.8 μA/cm\(^2\) (400 nA over a 1500 μm × 1500 μm area), and the sputter interval was between 10 and 30 s. For Cs\(_{+}\) sputtering, the acceleration voltage was 20 kV and the current density was 0.4 μA/cm\(^2\) (1 nA over a 500 μm × 500 μm area). The incident angle was 42°, and the sputter interval was 20 s. For Ar\(_{4000}\) and Ar\(_{1000}\) sputtering, Wein-filtered Ar-GCIB (model 06-2100, ULVAC-PHI, Japan) was used to generate Ar\(_{4000}\) and Ar\(_{1000}\) cluster ions with different kinetic energies (10, 15, and 20 keV). The cluster size was controlled by the Ar pressure, and the relationship between the Ar pressure and the cluster size was provided by the manufacturer. The currents of the Ar\(_{4000}\) and Ar\(_{1000}\) beams were both fine tuned to 1.6 μA/cm\(^2\) (4 nA over a 500 μm × 500 μm area). The incident angle was 50°, and the sputter interval was 120 s.

**Characterization.** The $J-V$ characteristic of a PSC was collected using a Keithley 2400 source meter with a voltage step of 10 mV and a 50 ms dwell time, while the device was illuminated by a standard air mass 1.5 sunlight generated by a solar simulator (model 69920, Newport) with an integrated intensity of 100 mW cm\(^{-2}\) calibrated by a reference cell (model 91150-KGS, Newport) before each measurement. The voltage of the forward sweep (FS) curve was from 0 to 1.2 V, and the reverse sweep (RS) curve was from 1.2 to −0.1 V. The active area of the PSC device was 0.09 cm\(^2\) as defined by the area of the Ag electrode. For steady-state power output (SPO) measurements, the photocurrent was constantly recorded while the device was operated at the bias that yielded the maximum power conversion efficiency (PCE) value during the $J-V$ scan. For incident photon–electron conversion efficiency (IPCE) measurements, the device was illuminated by a monochromatic beam generated by a 300 W Xe lamp (model 6258, Newport Oriel) and a monochromator (model 74100, Oriel). The intensity of the monochromatic beam was calibrated by a power meter (model 1936-C, Newport) equipped with a photodetector (model 818-UV, Newport). During the aging test, the unencapsulated PSCs were stored in a dark, room-temperature environment with a relative humidity of 50–60%. The SEM images were acquired using a field-emission Nova200 NanoSEM system (FEI, USA) or PHI690 Auger Nanoprobe (ULVAC-PHI, Japan) without conductive overcoat. The XRD patterns were acquired with a TTRAX3 X-ray diffractometer (Rigaku, Japan) using a Cu K\(_\alpha\) beam.
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